
 Summary Questionnaire for Participants 
1st AIAA Geometry and Mesh Generation Workshop (GMGW-1) 
NOTE: This questionnaire is being completed for the hybrid overset mesh which was generated starting from Carolyn Woeber’s hybrid unstructured volume mesh.  As such, the Geometry and Surface Meshing responses are copied verbatim from her PQ.
The purpose of this document is to collect data for an assessment of the current state of the art in mesh (grid) generation for a variety of mesh types and a variety of software tools. The comparisons will be made in terms of the quality of the mesh (either from a priori metrics or from the quality of the CFD solutions that were produced using the mesh) as well as the resources (human and computer) required to generate the meshes. 
For GMGW-1, the geometry and meshes referred to below are for the NASA High Lift Common Research Model (HL-CRM). 
• Geometry: http://hiliftpw.larc.nasa.gov/Workshop3/geometries.html 
• Meshing Guidelines: http://hiliftpw.larc.nasa.gov/Workshop3/GriddingGuidelines-HiLiftPW3-v10.pdf 
Completion of this questionnaire is required of all participants in GMGW-1 and participants in the 3rd High Lift Prediction Workshop (HiLift-PW3) who generate their own meshes (versus using the supplied baseline meshes). A separate copy of this Questionnaire should be completed for each family of meshes. 
Geometry
1. Software
a. What software tool(s) did you use to import and prepare the HL-CRM geometry model for meshing?
i. Pointwise
2. Import
a. Did you use the geometry in its primary (i.e. native CAD) format? 
 I don’t have a reader for this file format
 It didn’t import at all/fully/properly
 Other:

If not, why?

The IGES format is the only one that imported completely clean.  There were no discernable gaps, overlaps, duplicate surfaces or any other anomalies I could find.

The other formats (native CAD included) typically had one of those problems.  The issue I encountered with most formats was that there was a gap between the forward portion of the fairing and the rest of the fuselage surfaces.  

b. Did you use one of the alternate formats? If so, which one?  
i. Yes. IGES.
c. What is your preferred geometry model format, and why? 
i. The native CAD format is my preferred format because in general it is cleaner and contains fewer translation errors than standardized formats such as IGES and STEP.  This geometry was unusual in that the IGES file was cleaner than all the rest.  For most mesh generation tasks, I perform a comparison of all CAD formats provided to determine the cleanest one and use it from that point forward.
d. If you used neither the primary nor alternate CAD format, how did you convert the geometry model to something you could read? N/A
e. What problems, if any, did you identify immediately after import of the CAD file (eg, missing geometry, poorly translated geometry, other)? 
i. No problems with the IGES format.
f. What was required level of user expertise (novice, intermediate, expert) for this task?
i. Novice
g. How long did import take (both elapsed time and labor required --- in hours)?
i. 1 min 
3. Preparation for meshing
a. What steps did you take after import to make the geometry model ready for meshing? (Choose all that apply.)
 Layering (hiding components) 
 Simplification/defeaturing (removing components) 
 Repair (fixing/recreating components that didn’t import properly) 
 Modification (changing components) 
 Shrink-wrapping 
 Other
b. How much effort (in elapsed time and labor hours) was required in preparing the geometry?
i. 15 min (elapsed and labor)
1. 10-12 min to create and assign geometry to layers.
2. 2-3 min to assemble geometry into a watertight solid model
c. What kind of computer resources were required (eg, RAM, disk)?
i. Minimal (586 MB RAM)
d. Did you have to re-work the geometry model after you started meshing? Why and how?
i. Problem: After making my initial volume mesh I found that the cells between the fuselage and the inboard flap root surface had very large maximum included angles (> 178).  This was largely due to the fact that the cell size on the fuselage was 2-3 times larger than the cell size on the inboard flap root surface mesh.  
ii. Solution: I wanted to ensure that I was keeping the mesh sizing as close as possible across the gap.  To accomplish this, I projected the profile curves of the inboard flap root surface mesh onto the fuselage across from it and trimmed the HL-CRM solid model with those curves.  Those curves were then meshed with identical dimensions and spacings to the inboard flap root surface mesh and the resulting domain added to the interior of the fuselage domain.
Initial Meshing

1. What type of mesh did you generate?
 Structured multi-block 
 Unstructured tetrahedra 
 Unstructured hexahedra 
 Hybrid 
 Overset 
 Cartesian 
 other (please specify): Unstructured tet/prism
2. Surface Meshing
All of the below answers pertain to the medium mesh unless otherwise noted.  Other mesh sizes/types will be explained in the grid family portion of this questionnaire.
a. How (i.e. type of technique, name of software)
i. A triangular surface mesh was created using an Advancing Front Ortho algorithm on all aircraft surfaces except the trailing edges.  The Advancing Front Ortho algorithm creates layers of right angle triangles off surface mesh edges to create a boundary aligned unstructured surface mesh.  On trailing edge surfaces, structured meshes were created then the quads were diagonalized.
ii. Pointwise
b. How long did it take (elapsed time and labor – in hours)?
i. Labor: 10 hours
ii. Elapsed: 3 days (10 labor hours was split over these 3 days)
c. What computer resources were required (kind of computer, RAM usage, # cores, CPU, disk, …)
i. Computer: Dell Precision 7910 (128 GB RAM, NVIDIA GeForce GTX Titan X, Intel Xeon E5-2637 @ 3.5 GHz, 4 core, 8 processors)
ii. RAM used: 1 GB RAM
d. Provide a general description of how mesh resolution was specified (explicit user inputs, sources, curvature-based sizing, background distribution function, etc.) 
i. Gridding Guidelines recommended a cell size on HL-CRM fuselage of 1% of Cref .  The following was specified on the fuselage for these grids:
1. Average Cell Edge Length = 2.758
2. Average Cell Size (Area) = 4.7
ii. Cell edge length on wing, slat, flaps started at 1% of Cref (2.758) but was refined in an iterative manner to lower the overall aspect ratio of the surface cells.  At the initial cell sizing, surface cell aspect ratios exceeded 350 which in turn led to poor quality volume cells with high maximum included angles at or near 180 off some elements.  The aspect ratio was lowered by increasing the spanwise dimensions of the wing, slat, and flaps (as necessary) which resulted in these final averaged cell sizes:
1. Wing Cell Size (Area) = 1.25
2. Slat Cell Size (Area) = 0.21
3. Flaps Cell Size (Area) = 0.95
e. Was the size of the surface mesh dictated by the CFD solver’s requirements, limited by time available, limited by available computer resources, or something else?
i. Size of surface mesh was dictated by a combination of the gridding guidelines and grid quality.  
ii. Specified all gridding guidelines spacings on the mesh which was already sized as described in previous answer.   Initial quality of volume mesh generated off surface mesh at this point was poor. Maximum included angles of tetrahedra in boundary layer were close to 180.  Additionally, high area ratios existed on the surface mesh at the trailing edges of all elements which caused high volume ratio jumps in the boundary layer mesh and also contributed to additional cells with very high maximum included angles.
iii. Dimension of surface mesh was increased in the spanwise direction on each element until the poor quality cells being created by high aspect ratio surface cells were reduced significantly.
iv. Spacings in the chordwise direction at the trailing edges of each element were decreased to match the spacing on the trailing edge surface mesh (medium mesh example: 0.025 for wing and flaps, 0.0125 for slat).  This spacing is directly attributable to the number of cells/points required across each trailing edge.  
v. The profile grid curves of each element were refined with additional grid points once trailing edge chordwise spacings were adjusted to maintain a smooth surface mesh with consistent cell sizing.
f. How many cells and of what types? (Provide data for each mesh in the family)
i. For this answer, please note that the computational domain was divided into a near-body region and an off-body region.  The division between regions was defined to be at a distance of Cref from the aircraft surface.  The near-body region consists of Carolyn Woeber’s unstructured prism/tet mesh.  The off-body region was generated automatically utilizing a hierarchical mesh approach. 
ii. Table 1 shows the cell and point counts of CWoeber’s boundary mesh (HLCRM surface mesh included) as well as the number of triangular and quadrilateral boundary mesh cells.
[bookmark: _Ref463347520]Table 1 Boundary Mesh Cell/Point Counts
	Grid
	Total Boundary Triangles
	Total Boundary Quads
	Total Cell Count
	Total Point Count

	Medium Full Flap Gap - Prism Tet
	1,366,134
	0
	1,277,838
	700,613



g. How many nodes? (Provide data for each mesh in the family)
i. Please see Table 1 in the previous answer.
3. Volume Meshing
a. How (i.e. type of technique, name of software)
i. Near-Body
1. Mixed Cell T-Rex
a. Generates layers of anisotropic tetrahedra from a triangular front based on user-prescribed growth rates and wall spacings.  
b. Cells in the viscous layered region can remain tetrahedra or be converted into prisms on the fly.  
c. The remainder of the volume is populated with isotropic tetrahedra.  
d. Pyramids were inserted where quadrilateral cells were exposed to the isotropic tetrahedral region.  
e. A source field was placed over the wing-wake region to provide additional refinement to the volume mesh.
f. The completed volume mesh was then split along face boundaries at a distance of Cref from the aircraft surface. The outer portion of the mesh was removed leaving the inner portion as the near-body mesh for overset assembly.
2. Pointwise
ii. Off-Body 
1. Hierarchical Mesh
a. Fills a Cartesian box with hex-dominant mixture of hex, pyramid, and tet cells.
b. Input requirements are Cartesian extent box, global element length scale, and any refinement targets. In this case, the near-body boundary mesh and the previously mentioned source field in the wing-wake region were specified as refinement targets.
b. How long did it take (elapsed time and labor – in hours)?
i. Near-Body Mesh
Most of the time was spent iterating to obtain the final all tetrahedral medium volume mesh (5 iterations to achieve desired quality/characteristics).  All other meshes only required 1 iteration.  Once I had that, generation of the prism tet mesh involved turning on an option for that cell type and repopulating the volume.
Segregation of the near-body portion of the mesh by splitting at face boundaries required development of a new mesh handling routine.  A generic capability for splitting a mixed element unstructured volume mesh at a “front” of tagged faces was developed.  The front faces in this example are tagged by distance from the solid surface mesh.  The development difficulty lies in the necessity for the splitting front to be a manifold, closed set so as to maintain a valid, simply connected, volume mesh.  Therefore, a function for modifying the input desired front into a manifold, closed set was required.  This proved to be a difficult task which was overcome via recursive application of heuristic functions to modify the front locally. Once this was achieved, the user involvement (labor hours) required for near-body segregation is minimal, consisting of selection of the solid surface patches and defining a distance from the surface as the split location.  Run time, while not yet fully optimized, is reasonable for a mesh of ~65M cells.
Table 2 Volume Mesh Generation Timings
	Grid
	Volume Mesh Initialization Time (Hrs)
	Total Labor (Hrs)
	Total Elapsed Time (Hrs)

	Medium Full Flap Gap - All Tets
	1.92
	10
	50

	Medium Full Flap Gap - Prism Tet
	1.96
	1.96
	1.96

	Segregation of Near-Body Portion
	
	0.1 (40 dev/debug)
	0.25



ii. Off-Body Mesh
The hierarchical meshing capability is, by design, a highly automated task designed to reduce user involvement.  Requirements of the user are: definition of a Cartesian extent box which was done using the Gridding Guidelines for outer boundary placement, definition of global cell length scale, and selection of cell refinement targets which were the near-body mesh boundary faces and the wing-wake size field.  
Overset grid assembly definition consists of setting component grid attributes, overset requirements (fringe location and level), and mesh boundary conditions.
Overset grid assembly was conducted via a direct interface to the Suggar++ grid assembler from Celeritas Simulation Technology. Overset assembly included 20 iterations of overlap minimization to optimize off-body hole and fringe locations for improved interpolation quality. Upon overset grid assembly completion, domain connectivity data (fringe, hole, orphan, donor) is imported into Pointwise for visualization.
	Grid
	Volume Mesh Initialization Time (Hrs)
	Total Labor (Hrs)
	Total Elapsed Time (Hrs)

	Cartesian extent box and refinement target definition
	0
	0.5
	0.5

	Hierarchical mesh
	0.25
	0
	0.75

	Overset grid assembly definition
	0
	0.5 
	1.25

	Overset grid assembly 
	0
	0.5 
	1.75




c. What computer resources were required (RAM usage, # cores, CPU, disk, …)
i. Near-Body Mesh
1. 1 Core 
2. Observed RAM Peak Values: 
a. Meshing: 14.5 GB
ii. Off-Body Mesh
1. 1 Core
2. Observed RAM Peak Values:
a. Meshing: 24 GB
b. Overset grid assembly: 8 GB Pointwise + 20 GB Suggar++
c. Overset assembly data import: 29 GB Pointwise
d. Provide a general description of how mesh resolution was specified (explicit user inputs, sources, curvature-based sizing, background distribution function, etc.)
i. The granularity of the volume mesh was based on a few inputs:
1. The cell sizes of the surface mesh.
2. The cell sizes of the surface grids for the extents of the volume grid (Farfield).
3. The wall spacing of cells off the surface mesh and the rate at which those cells grew out into the volume.
4. The boundary decay applied to the volume (0.8).  This controls how much influence the cell sizes on the surface meshes have on the cell sizes on the interior of the volume.  A value of 1.0 would be maximum influence.  I chose a value of 0.8 to aggressively push the resolution of the surface meshes into the volume.
5. The size field specified for the source that encompassed the slat, wing, flaps, and wake region.  This size field controls roughly the size of cells that you would like generated within the defined source area.  I sampled cell sizes on the wing element at midspan/midchord and set the source cell size to the average value at midspan/midchord for each mesh level.
e. Was the size of the volume mesh dictated by the CFD solver’s requirements, limited by time available, limited by available computer resources, or something else?
i. The gridding guidelines and grid quality dictated the volume mesh size.  I used the gridding guidelines to determine how to grow out the volume mesh in the viscous region (with the exception of two constant layers of cells off the surface).  The gridding guidelines did not specify what type of volume decay rate or source to use (or not use).  I chose those elements/values based on best practices I have developed for creating high quality meshes for other projects.
f. How many cells and of what types? (Provide data for each mesh in the family)
Note: Mesh sizes after overset assembly hole cutting are approximate and depend on whether node or cell-center locations are used for overset interpolation.
[bookmark: _Ref463420066]Table 3 Volume Mesh Cell/Point Counts
	Grid
	Total Volume 
Cells
	Total Volume
Points
	Tets
	Prisms
	Hexes
	Pyramids

	Near-body Prism Tet before Split
	64,628,961
	26,499,283
	17,662,275
	45,575,794
	0
	1,390,892

	Near-body Prism Tet after Split
	56,414,097
	25,183,924
	9,279,726
	45,684,928
	0
	1,449,443

	Off-body before assembly hole cut
	30,121,779
	24,164,167
	5,046,610
	0
	22,471,449
	2,603,720

	Off-body after assembly hole cut
	23,425,777
	19,654,866
	
	
	
	

	Combined composite assembly
	79,839,874
	44,838,790
	
	
	
	



g. How many nodes? (Provide data for each mesh in the family)
Please see Table 3 in the previous answer.
4. Adherence to HiLift-PW3 meshing guidelines
a. To what extent did your mesh(es) adhere to the HiLift-PW3 meshing guidelines?
i. Initially my unstructured meshes adhered completely to the gridding guidelines in terms of cell size, chordwise spacings, and spanwise spacings.  However, the volume grid quality was poor (maximum included angles near 180) with these settings. In the wing, slat, and flap region, I had to make significant adjustments to the chordwise and spanwise spacings in my surface mesh in order to create a higher quality volume mesh off it. Note that in any case where a spacing was adjusted, the value was decreased to create a better quality volume mesh off it.  Once a satisfactory mesh was achieved at the medium mesh level by decreasing these spacings, the other mesh levels were created.  The number of grid points along each grid curve as well as the spanwise and chordwise spacings for those meshes varied by a factor of 1.5 from the previous grid level.
ii. In Pointwise, I was unable to create two constant layers of cells off the surface for volume grid generation.  Instead I started with the prescribed wall spacing and growth rate from the meshing guidelines from the surface and grew layers based on those parameters. Growth Rate was geometric (constant) from the surface. 
b. Was it possible to adhere to the guidelines on the first attempt, or were there iterations involved?
i. As described in the previous answers, I initially set the grid up entirely based on the gridding guidelines.  The resulting volume mesh was of poor quality and at least 5 iterations of surface mesh adjustments/volume mesh regeneration were performed to find a good balance between adherence to the guidelines and creating a good quality mesh.
c.    What were the reasons that you did not adhere to the guidelines? (chose all that apply)
 The guideline does not pertain to the type of mesh generated 
 The guidelines were (locally) inconsistent and therefore could not all be satisfied 
 The tool that was used does not give enough control to adhere to the guideline 
 Adhering to the guideline would have required more resources than were available 
 The guidelines were not appropriate for the CFD solver being used 
 Other
5. A priori metrics (such as skew, or maximum stretching ratio, or …)
a. What a priori metrics did you apply on the initial mesh?
i. Surface Mesh
1. Area Ratio (Max for initial mesh = 1172)
2. Aspect Ratio (Max for initial mesh > 350 )
3. Maximum Included Angle 
ii. Volume Mesh
1. Maximum Included Angle (Max for initial mesh = 179.8)
2. Volume Ratio (Max for initial mesh > 5000)
3. Volume
b. What was the average and range of the metrics?  
i. Sorry, did not record all of this data for the initial mesh.  The data I did record is noted above.
c. Did the a priori metrics point out any problems that needed to be fixed? If so, which metric and how many times did you need to re-mesh?
i. Yes, for the surface mesh the area ratio and aspect ratio were quite high.  I knew that I would not be able to get a successful volume mesh off with these surface mesh values so I spent time adjusting spacing constraints and grid dimensions to lower the maximum metric values.  These adjustment have already been discussed in previous answers.
ii. Even with the initial adjustments to area ratio and aspect ratio, I still had a Maximum Included Angle of 179.8 and a Volume Ratio that exceeded 5,000 for the initial volume mesh.  I had to iteratively lower spacing values and increase grid dimensions in the surface grid then remesh the volume grid to get the overall maximum lower.
iii. I went through 5 iterations of surface mesh adjustment and volume grid remeshing to get the final grid.  
6. Were there any additional best practices that you used in generating the meshes?
a. For an unstructured grid, the number of cells prescribed across a trailing edge inherently prescribes the spacing required in the chordwise direction to the same trailing edge.  If you do not make the chordwise spacing identical or close, you will create large volume ratio jumps around a sharp feature edge.
b. In any gap region, the cell sizes across the gap should be approximately the same.  If possible, the surface meshes should be identical.  Disparity in cell size across a gap region introduces skewness in the volume cells within the gap as well as volume ratio jumps.  
i. This is not difficult to fix for gaps between the flaps or the flap and fuselage. 
ii. This is non-trivial to fix for the gaps between the slat-wing and wing-flap elements due to the existing LE/TE constraints.  
c. When a surface mesh has two edges that are tangential, it is critical to create right-angle triangles into the tangential corner to achieve the best volume cells off of that surface.
d. Because large surface aspect ratios can increase the maximum included angle of tetrahedra generated off them, using an monotonic rational quadratic spline (MRQS) function instead of an hyperbolic tangent function in critical areas can result in reduced surface mesh stretching without the need to significantly increase the grid dimension in that direction.
7. What was the required level of user expertise (novice, intermediate, expert) for this task?
a. Intermediate to Expert
8. What were your final volume mesh quality metrics?  (Provide data for each mesh)
These metrics were computed in Pointwise V18.0 R2 on the final meshes uploaded for the workshop.
	Grid
	Max. Max.
Incl. Angle 
	# > 175
	Volume 
Ratio
	# > 100

	Near-Body Prism Tet
	178.2
	21
	611.57
	284

	Off-Body Hierarchical
	145.2
	0
	12.0
	0



Adaptive Meshes and/or Customized Meshes
Section N/A
1. What adaptive meshing strategy did you use (technique and software)? N/A
2. What criteria was used for mesh adaptation (e.g., pressure, vorticity, …)? N/A
3. What were the relative sizes of the baseline and adapted meshes? N/A
4. Do you have any quantitative results (from the CFD) as to the benefit of adaptation? N/A
5. To what extent does the adapted mesh adhere to the meshing guidelines? N/A
I/O

1. How long did it take to export the mesh?
a. 5 minutes
2. To what format? Solver native? Or CGNS? 
a. I initially exported all meshes to the CGNS format.  These were sent off to the committee for evaluation and some had problems with the way the CGNS files were written.  Specifically, here were the incompatibilities that were experienced:
i. The CGNS files exported from Pointwise were in HDF format rather than ADF.
ii. On the symmetry plane mesh, the tris and quads were lumped into one BC instead of two separate BCs.
iii. The codes being used to evaluate the meshes needed the file to contain a single block.  The meshes generated for the workshop had two blocks (a near field and a far field).
b. There were some iterations to try to make the CGNS files more amenable for the evaluation codes (2 blocks were joined into 1, the ADF format was used instead of HDF) but the lumping of the tri and quad cells into one BC on the symmetry plane remained an issue.
c. Solution: A 1-block version of each grid was exported to the UGRID format in double precision, binary, big-endian.  This format appeared to be sufficient for the committee members’ codes for evaluation so this was supplied.  Chris Rumsey stated that he could convert these files into the desired CGNS format to supply to participants.
3. How big is the final volume mesh file (MB)? (Provide data for each mesh in the family)
Table 4 Mesh File Sizes
	Grid
	Export 
File Size

	Near-Body Prism Tet (ugrid.b8)
	2.0 GB

	Near-Body Prism Tet (Cobalt unformatted double precision)
	5.0 GB

	Off-Body Hierarchical (ugrid.b8)
	1.4 GB

	Off-Body Hierarchical (Cobalt unformatted double precision)
	3.5 GB

	Node-based overset domain connectivity (ascii dci)
	0.2 GB

	Cell-based overset domain connectivity (ascii dci)
	0.3 GB


Mesh Families 
Section N/A
1. What strategy did you use to generate the family of meshes (coarse, medium, fine, extra-fine)? That is, did you generate the coarse mesh first and refine it, or did you start each mesh generation task essentially from the beginning?
2. In your opinion, what was the most time-consuming or tricky aspect of generating a family of meshes?
3. How did the times (labor, CPU, etc.) needed to generate them compare?
4. Were there any problems that you encountered in one mesh resolution that you did not encounter in another resolution? 
5. Did you make any further modifications to the mesh(es) before first trying to generate a flow solution? Not applicable.
Post Solution Mesh Modifications
Section N/A
1. After generating an initial flow solution, were additional mesh modifications made to improve solver convergence or solution accuracy? No.
2. Describe any post solution mesh modifications that were made.
3. How long did these modifications take (elapsed time and labor – in hours)?
Miscellaneous
1. Where there any other significant lessons learned from the mesh generation process that you have not already shared in your answers to the preceding questions?  
[bookmark: _GoBack]
